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Figure 1: Our projective analysis treats an input 3D model (a) as a collection of projections (b), which are labeled (d) based on selected
images (c) from a pre-labeled image database. Back-projecting 2D labels onto the 3D model forms a probability map (e), which allows us to
infer the final shape segmentation and labeling (f). Note how the labeling of the twin stroller is inferred from the images of single strollers.

Abstract

We introduce projective analysis for semantic segmentation and la-
beling of 3D shapes. The analysis treats an input 3D shape as a
collection of 2D projections, labels each projection by transferring
knowledge from existing labeled images, and back-projects and
fuses the labelings on the 3D shape. The image-space analysis in-
volves matching projected binary images of 3D objects based on a
novel bi-class Hausdorff distance. The distance is topology-aware
by accounting for internal holes in the 2D figures and it is applied
to piecewise-linearly warped object projections to compensate for
part scaling and view discrepancies. Projective analysis simplifies
the processing task by working in a lower-dimensional space, cir-
cumvents the requirement of having complete and well-modeled 3D
shapes, and addresses the data challenge for 3D shape analysis by
leveraging the massive available image data. A large and dense la-
beled set ensures that the labeling of a given projected image can be
inferred from closely matched labeled images. We demonstrate se-
mantic labeling of imperfect (e.g., incomplete or self-intersecting)
3D models which would be otherwise difficult to analyze without
taking the projective analysis approach.

Links: ©DL TIPDF @ WEB ®Dara & CODE

*Corresponding authors: Yunhai Wang (cloudseawang @ gmail.com),
Baoquan Chen (baoquan.chen @ gmail.com)

1 Introduction

Human visual perception of 3D shapes is based on 2D observa-
tions [Fleming and Singh 2009], which are typically obtained by
projecting a 3D object into multiple views. A collection of the
multi-view projective images together forms an understanding of
the 3D object. This is the basic premise of multi-view 3D shape
reconstruction and recognition [Ferrari et al. 2004], where 2D data
as sparse as object silhouettes can be highly effective [Laurentini
1994]. Silhouettes turn out to be one of the most important vi-
sual cues in object recognition [Koenderink 1984], while binary
images provide enriched shape characterizations. One of the most
successful global shape descriptors for 3D retrieval is based on the
multi-view light field descriptor (LFD) [Chen et al. 2003], which is
computed from projected contour and image data.

In this paper, we propose projective analysis of 3D shapes beyond
multi-view object reconstruction or recognition. We focus on the
higher-level and more delicate task of semantic segmentation and
labeling of 3D shapes. The core idea is to transfer labels from avail-
able 2D data by selecting and back-projecting the inferred labels
onto a 3D shape. Rather than merely transforming a global shape
analysis problem from 3D to 2D [Chen et al. 2003], we perform
fine-grained shape matching in the projective space and establish
connections between 2D and 3D parts to allow label transfer.

Potential gains offered by projective analysis are three-fold. First,
analyzing projected images rather than 3D geometry can circum-
vent the requirement of having complete and well-modeled 3D
shapes with quality surface tessellations, without losing the abil-
ity to discriminate or characterize the projected shapes. Second,
working in a low-dimensional space, from 3D to 2D, simplifies the
3D shape segmentation task. Last but not least, the approach makes
it possible to tap into and leverage the massive availability of image
data, e.g., those from online photographs.

In recent years, there has been growing interest in data-driven anal-
ysis [Kalogerakis et al. 2010; Sidi et al. 2011] of 3D shapes to ad-
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Figure 2: Algorithm pipeline. Given a 3D shape (a), we produce a set of multi-view projections as binary images (two of them are shown in
(b)). Each projection is used to retrieve multiple images from semantically labeled images (three retrieved images are shown in (c)). Label
transfer is performed using each labeled image, resulting in a labeled projection (d) and an associated confidence map (e). All labeled
projections and confidence maps are back-projected onto the input 3D model to compute the labeling probability map (f). Finally, graph cut
segmentation is applied based on the labeling probabilities to produce the final segmentation and labeling (g).

dress the challenge of learning shape semantics. The success of
data-driven analysis rests directly on the quality of the utilized data.
Quality datasets as a whole should be sufficiently large in number,
as well as dense and rich in variability, so as to cover the variabil-
ity in the input. At an individual level, each shape should possess
an adequate representation quality (e.g., complete or watertight) to
allow the computation of widely adopted shape descriptors which
require surface (e.g., geodesics) or volume (e.g., shape diameter
functions) analyses. Unfortunately, the quality of most community-
built 3D models, such as those from the Trimble Warehouse, do
not meet such quality criteria. Thus a recurring challenge faced by
data-driven 3D shape analysis is the scant availability of quality 3D
shapes and quality 3D shape collections.

Our projective analysis is image-driven and addresses the data chal-
lenge by utilizing image data. If relevant labeled 3D models exist,
they are utilized as well but also in image form as multi-view 2D
projections. The density and richness of detail necessary for a suc-
cessful shape analysis is more likely attained by the large amounts
of available image data rather than the less abundant available 3D
shape data. Moreover, the incomplete shape information offered
by projected images of a 3D object from limited views (in some
cases, only a single-view capture is available) can be compensated
by the aggregate of a large image collection, more specifically, by
images of other similar objects in the collection. Finally and no
less importantly, working with projections bypasses various diffi-
culties in computing 3D shape descriptors, particularly over imper-
fect shapes, allowing the analysis to process them effectively.

Our algorithm segments and labels a 3D shape according to prior
knowledge from a dataset of semantically labeled images. Given a
3D shape, we first obtain a series of its 2D projections from multi-
ple views. Each projection is segmented through transferring labels
from the most similar samples in a database. A region-based shape
matching method that operates on binary images representing 2D
shapes is used. It is based on a novel bi-class Hausdorff distance
which is topology-aware by accounting for internal holes in the 2D
figures. Moreover, the object images are warped in a piecewise lin-
ear fashion to compensate for view discrepancies and non-uniform
object scaling. Based on the matchings found, labels from each
matched labeled image, along with an associated confidence map,
are transferred to the 3D shape via back-projection. Finally, the
transferred labels from multiple views are integrated on the 3D in-

put shape to obtain a segmentation and semantic labeling.

The main contribution of this paper is the introduction of projec-
tive analysis, which relies on image-space supervised learning, to
semantically label a (possibly imperfect) 3D shape. Figure 2 gives
an overview of our method. Extensive experiments show that our
2D matching approach can label projections using shapes with sim-
ilar topology but different part scales and view directions, e.g., see
Figure 1. This alleviates in part the density and richness require-
ments of the labeled set and compensates for using 2D instead of
3D data. We further demonstrate semantic labeling of imperfect
models (non-manifolds, incomplete, or self-intersecting as shown
in Figure 2) and 3D point clouds, which are difficult to analyze
without projective analysis and utilization of 2D labeled data.

2 Related work

Shape Segmentation and labeling. Shape segmentation and la-
beling are closely related problems which are fundamental to com-
puter graphics and many solutions have been proposed [Shamir
2008]. Earlier approaches focused on finding low-level geometric
criteria to form meaningful segments or segment boundaries. How-
ever, it is difficult to develop precise mathematical models for what
a meaningful shape part is. Recently, more research effort has been
devoted to the data- or knowledge-driven approach.

Data-driven analysis. Instead of analyzing an input shape in iso-
lation, the data-driven approach utilizes knowledge gained from la-
beled data or a shape collection. Representative approaches include
supervised learning [Kalogerakis et al. 2010; van Kaick et al. 2011],
unsupervised co-segmentation whereby a set of shapes is analyzed
together [Golovinskiy and Funkhouser 2009; Xu et al. 2010; Sidi
et al. 2011], and semi-supervised segmentation via active learn-
ing [Wang et al. 2012]. The novelty of our work lies in the uti-
lization of 2D labeled data and supervised learning in the projective
space to facilitate 3D shape analysis.

Common to all data-driven approaches is their reliance on data
quality. In terms of data size, the largest mesh segmentation bench-
mark [Chen et al. 2009] contains 380 meshes on 19 object cate-
gories. In contrast, available image segmentation datasets are much
larger, e.g., ImageNet [Deng et al. 2009] contains over 15 million



well labeled images in over 22,000 object categories. By utilizing
ImageNet to train object detectors, Lai et al. [2012] demonstrated
that the resulting detector can be used to reliably label objects in 3D
scenes. While the amount of available 3D data continues to grow,
it is unlikely that it will ever come close to matching the volume
of image data. Moreover, compared to 2D images, 3D shapes are
inherently more difficult to acquire and process, requiring more ef-
fort to label and analyze. Our work demonstrates the advantages of
image data, in terms of its sheer volume and relative ease for pro-
cessing, which can be exploited to address challenges arising from
the segmentation of 3D shapes.

Projective shape analysis. Treating a 3D shape as a collection
of 2D projections rendered from multiple directions is not new to
computer graphics. Murase and Nayar [1995] recognize an object
by matching its appearance with a large set of 2D images obtained
automatically by rendering 3D models under varying poses and illu-
minations. Lindstrom and Turk [2000] compute an image-space er-
ror metric from these projections to guide mesh simplification. Cyr
and Kimia [2001] generate projections from selected view direc-
tions and use them to identify 3D objects and their poses. Sketch-
or image-based 3D shape retrieval [Eitz et al. 2012] compares ob-
ject projections with query images or user-drawn sketches in 2D.
Similarities among 2D shapes can be evaluated using techniques
such as LFD [Chen et al. 2003] and cross-correlation [Makadia and
Daniilidis 2010]. Liu and Zhang [2007] embed a 3D mesh into the
spectral domain, turning the 3D segmentation problem into a con-
tour analysis one. 3D reconstruction from multi-view images is one
of the most fundamental problems in computer vision. Our work
applies projective analysis to a new application: semantic segmen-
tation of 3D shapes. Specifically, we fuse labeled segmentations
learned from back-projected 2D labels to obtain a coherent seman-
tic labeling of a 3D object.

Image and shape hybrid processing. 3D shape reconstruction
often benefits from utilizing available 2D data, e.g., from registered
photographs, to improve the quality of 3D scans [Li et al. 2011]. On
the other hand, leveraging a priori 3D geometry of a given object
category can alleviate the ill-posed nature of image analysis from
single photographs. Chang et al. [2009] and Pepik et al. [2012]
combine the representational power of 3D objects with 2D object
category detectors to estimate viewpoints. Xu et al. [2011] take a
data-driven approach for photo-inspired 3D shape creation, where
the best matching 3D candidate is deformed to fit the silhouette of
the object captured in a single photograph. In our work, we also
take a hybrid approach where the semantics of 3D shapes is guided
by constraints learned via projective shape analysis.

Image retrieval. Measuring image similarity for retrieval is ex-
tensively studied in computer vision; see [Xiao et al. 2010] for
a systematic study of image features for scene retrieval. Well-
known distance measures between 2D shapes include Hamming
distance, Hausdorff distance [Baddeley 1992], shock graph edit
distance [Klein et al. 2001], distance between Fourier descrip-
tors [Chen et al. 2003], inner distance shape context [Ling and Ja-
cobs 2007], and context-sensitive shape similarity [Bai et al. 2010].
Different from previous attempts, we do not only retrieve a 2D
shape but also infer a semantic labeling of its interior. Unlike ex-
isting contour-based methods [Ling and Jacobs 2007], our region-
based analysis allows shape retrieval and label transfer to be con-
ducted in a coherent manner. Moreover, our image retrieval is not
cross-category, but within-category, with the goal of finding shapes
with similar topological features to guide part-aware label trans-
fer. To properly evaluate the differences between the correspond-
ing parts of two shapes, we implicitly warp one shape to match
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Figure 3: Region-based matching via warp alignment. Both the
labeled images (left column) and query projection (middle column)
are cut into axis-aligned slabs. Each labeled image is then warped
to match the query projection. The dissimilarity is measured us-
ing warp-aligned shapes, allowing the matching to favor the shape
with similar topologies (top row) over the one with parts at similar
scales and positions (bottom row). Note that although the bottom
chair is visually more similar, the top chair is more useful for label-
ing the armrest area in the query projection.

the other, before computing dissimilarity using a topology-aware
Hausdorff distance measure.

Image label transfer. Semantic label transfer is another core
problem in computer vision. Existing approaches can be classified
into learning-based and non-parametric based. The former ones try
learn a model for each object category. A successful method is Tex-
tonboost [Shotton et al. 2006], which trains a conditional random
field (CRF) model. A problem of learning-based methods is that
they do not scale well with the number of object categories. With
the emergence of large image databases, non-parametric methods
have demonstrated their advantages. Given an input image, Liu et
al. [2011a] first retrieve its nearest neighbors from a large database
using GIST matching [Oliva and Torralba 2001]; then transfer and
integrate together annotations from each of these neighbors via
dense correspondence estimated from SIFT flow [Liu et al. 2011b].
Compared to learning-based approaches, this method has few pa-
rameters and allows simply adding more images and/or new cate-
gories without requiring additional training. When the set of anno-
tated images is small, Zhang et al. [2010] and Chen et al. [2012]
further learn an object model from the retrieved nearest neighbors
to improve the performance of label transfer. Our approach incor-
porates the same nearest neighbor idea, but instead of performing
label transfer within the whole image domain, we compute seman-
tic labeling for the interior of the 2D shape only. This provides
us additional constraints for obtaining a better labeling result. In
addition, almost all existing dense correspondence estimation ap-
proaches [Liu et al. 2011b; Berg et al. 2005; Leordeanu and Hebert
2005; Duchenne et al. 2011] rely on local intensity patterns and are
unsuitable for transferring labels to textureless 2D projections.

3 Overview

Our image-driven shape analysis is based on a dataset of pre-labeled
images which captures the semantic knowledge about the relevant
class of shapes. The input is a 3D mesh model, possibly non-
manifold, incomplete, or self-intersecting. The 3D shape and the
labeled images belong to the same semantic class. We assume that
both the input and the objects captured in the labeled images are
in their upright orientations. In practice, we found the assumption
to hold for the vast majority of the data, e.g., almost all chair im-
ages found on Google. We apply our multi-view shape matching



and back-projection method to obtain a segmentation and semantic
labeling of the 3D shape; see Figure 2 for an overview.

Dataset. The labeled dataset consists of a large collection of im-
ages gathered from the Web and organized into several semantic
classes. The foreground object in each image is extracted using
Grabcut [Rother et al. 2004] and different semantic parts of the ob-
ject are manually segmented and labeled. Note that by using our
shape matching technique described below, we are able to transfer
labels from processed images to novel ones, providing an initial la-
beling result that facilitates the manual labeling process. To further
enrich the labeled set, multi-view projections of available labeled
3D shapes can be added to the dataset as well.

Shape matching in projective space. The matching and dis-
similarity measures between two projected binary images are at the
core of our method (Section 4). They are required for the retrieval
of labeled 2D objects having a matching shape and pose as well as
for image correspondence during label transfer. Our matching tech-
nique is region-based and takes advantage of the upright orientation
and pose alignment from retrieval. The dissimilarity estimation be-
tween two binary images (one query and one labeled) relies on a
novel bi-class symmetric Hausdorff (BiSH) distance between the
query image and an implicitly warped version of the labeled image.

Specifically, we independently cut each projected image into topo-
logically homogeneous slabs along horizontal and/or vertical di-
rections. Each slab is formed by clustering horizontal or vertical
scanlines of the image sharing the same topology. Then given two
slabbed images, we apply dynamic programming to match the slabs
based on BiSH distance. This is followed by a piecewise linear
warp of the slabs from the labeled image to align with the corre-
sponding slabs in the query image; see Figure 3. Finally the dis-
similarity measure is computed between the warp-aligned images.

Semantic labeling via back-projection. We extract multi-view
projections of the input shape and for each projection, retrieve sim-
ilar labeled images from the dataset using our shape matching tech-
nique. A label map is generated for the projection using each warp-
aligned labeled image and a confidence value is calculated for each
transferred label, forming a confidence map. Both the transferred
label map and confidence map are back-projected to the 3D shape
based on correspondences established when projecting the input.

Since different labels may be assigned to the same area of the 3D
model, we collect all the labels and the associated confidences to
build a probability map over the input shape. A graph cut optimiza-
tion is applied based on the probability map and typical geometric
cues for shape segmentation to produce the final labeling of the 3D
shape. This labeling process is robust since it implicitly relies on
a voting procedure for back-projecting the labels. The graph cut
optimization leads to contiguous and smooth labeled regions.

4 Region-based Shape Matching

State-of-the-art methods for shape matching are contour-based,
heavily relying on corresponding features [Belongie et al. 2002;
Ling and Jacobs 2007]. However, how to use contour matching
results for label transfer between two shapes is a non-trivial prob-
lem. Furthermore, in our setting, the contour features may not be
descriptive enough to capture the dissimilarity between the shapes,
while the topology of shapes (e.g., their holes and protrusions) more
prominently dominates their similarity.

The premise that the shapes are given in their upright orientations
allows a significant relaxation on matching measurement. The key
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Figure 4: Hausdorff distance between two lines. The green arrows
link selected pixels to their closest pixels on the other line.

is that some shapes can only be registered through an axis-aligned
warp, and hence the dissimilarity measure needs to be calculated
between warp-aligned shapes. Here we represent each shape us-
ing an array of axis-aligned rectilinear regions, which are defined
as the intersection of vertical and horizontal slabs; see Figure 6.
Each slab is a cluster of horizontal (vertical) scanlines of similar
shape and topology, and hence can be represented using a single
representative scanline. The alignment between two shapes is per-
formed by finding slab correspondence between the two and adjust-
ing the height (width) of horizontal (vertical) slabs to match each
other. The dissimilarity between warp-aligned shapes is decom-
posed into two axial distances, each of which is an aggregate of
distances between the representative scanlines of the corresponding
slabs. Thus, the fundamental inter-slab region-based dissimilarity
measure is reduced to a one dimensional problem. This quantiza-
tion of the shapes into rectilinear regions significantly accelerates
the warping and the calculation of the dissimilarity measure.

4.1 Matching between 1D shapes

Recall that we want our measure to be topology-aware. Thus, given
two streams of black and white pixels, we need to measure the dis-
tances not only among the black pixels, but also the white ones, as
they represent the holes. Here we build upon the Hausdorff distance
and extend it to treat equally the two classes of pixels.

Let A and B represent the set of black pixels in two given lines,
respectively. The symmetric Hausdorff distance between A and
B is given as SH(A,B) = max(H(A, B),H(B, A)), where
H(A, B) = maxqca(minyep dist(a,b)). As shown in Figure 4,
the above definition finds, for each black pixel in one line, the closet
black pixel in the other; and then outputs the maximum distance
among all matching pairs.

While symmetric Hausdorff distance provides a reasonable distance
measure between two 1D shapes, it is not sensitive enough to topol-
ogy changes. For example, as shown in Figure 5, whether a hole ex-
ists or not in one of the shapes, does not affect the value of SH(-, -).
To address this problem, we define a bi-class symmetric Hausdorff
distance that considers the two classes symmetrically:

BiSH(A, B) = max(SH(A, B), SH(A®, B%)), (1)

where A° and B¢ denote all the white pixels in the two lines, re-
spectively. As shown in Figure 5, the existence of a small hole can
dramatically change the BiSH (-, -) values, providing sensitivity to
topological differences between the two 1D shapes.

Armed with the above dissimilarity measure between scanlines, we
can cluster scanlines in a 2D binary shape 7" into slabs based on
their shapes and topologies. Here we simply apply a 1D variant
of the hierarchical clustering algorithm [Telea and Van Wijk 1999]
to iteratively combine two adjacent slabs that have the minimal
weighted dissimilarity between them, until the number of remain-
ing slabs reaches a user-specified number. That is, we merge the
i*" slab with the (i + 1)'" one, if

i = arg OI<n7.l£n (\/ hl + hi+1 X BZSH(T[Tl], T[Ti+1])), (2)

where n is the number of horizontal (vertical) slabs currently used
to represent 7', r; is the row (column) number of the representative
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Figure 5: Bi-class Hausdorff distance between two lines. Green
and yellow arrows connect the matching black and white pixel
pairs, respectively.

scanline for the 7" horizontal (vertical) slab, and h; is its height
(width). T'[-] returns the scanline at a given row (column) of image
T. The weighting term defined using the square root function en-
courages small slabs to be merged first without overpenalizing large
slabs. Once a new slab is formed from merging, we pick the middle
scanline as its representative. Figure 6 compares the slab quantiza-
tion results generated using both the conventional Hausdorff defi-
nition and our bi-class approach. It shows that our results better re-
spect topology changes between adjacent scanlines. Consequently,
the slab generation process always cuts the image at scanlines with
topology changes, producing stable slab segmentations.

4.2 Matching between 2D shapes

Given two shapes, labeled S and unlabeled 7', the warp-aligned
dissimilarity between them is defined as:

D(T,S)= Y hix BiSH(T[r:], Sfrw»)]), ()

0<i<n

where n, r;, h;, and T'[-] follow the definitions in (2). S[-| are
scanlines in S and W (-) is an axial-aligned mapping function that
scales slabs in 7" to match those in .S. Note that the above definition
implicitly requires that W (-) is single valued, that is, a slab in T’
can only map to a single slab in S. In practice, we deliberately
over-segment 7" into more regions than S (25 slabs for S and 50 for
T in our experiments), and hence this many-to-one requirement is
likely satisfied; see Figure 7.

To find the optimal slab mapping function W () and the corre-
sponding dissimilarity value D(T,S), we first compute a slab
matching cost matrix M, where each entry is the distance between
corresponding slabs: M; ; = h; x BiSH(T[r;], S[ri]).

As shown in Figure 7, given M; ;, the optimal slab mapping func-
tion W (-) that gives the smallest dissimilarity value D (7, S) can
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Figure 6: The horizontal slabs (a), vertical slabs (b), and axis-
aligned regions (c) generated for a chair shape using bi-class sym-
metric Hausdorff distance. For comparison, the horizontal slabs
generated using symmetric Hausdorff distance are shown in (d). In
areas highlighted by red boxes, scanlines with different topologies
are improperly clustered into the same slab.
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Figure 7: Finding corresponding slabs between the labeled and
unlabeled images; both are squeezed for space saving purpose only.

L B -E ;

L X -_—

L g —— Ay ———
(a) (b) © (d)

-
D A
'iI A

<=
7 % ) P —
(O] ®

Figure 8: Warping the labeled image S makes it better aligned
with the unlabeled image T'. (a) Horizontal slabs of S. (b) Warping
result of (a) along vertical direction. (c) Horizontal slabs of T, (d)
Recoloring of slabs in (c) based on the matching slabs in (b); note
the many-to-one mapping relation between (c) and (d). (e) Regions
of S. (f) Warping result of (e) along both directions. (g) Regions of
T. (h) Recoloring of regions in (g) based on their matching regions.

be found by searching for a path that goes from the top left corner
to the bottom right corner of the table. In addition, to satisfy the re-
quirement that W (+) is single valued, the path should step through
only one cell at each column and therefore only horizontal and di-
agonal moves are allowed. Such a path can be efficiently calculated
using a variant of the dynamic time warping (DTW) [Berndt and
Clifford 1994] technique with restricted moves, and the total cost
along the path yields the D (T, S) value.

Figure 8(b) demonstrates the effect of warping image S along the
vertical direction using the W (-) function shown in Figure 7. Fig-
ure 8(f) further shows the results of warping .S along both vertical
and horizontal directions. While the additional horizontal warp-
ing step can be beneficial in cases such as matching between 3-seat
and 2-seat sofas, in practice we find that warping horizontal slabs
along the vertical direction only, gives satisfactory retrieval results
in most cases. Hence, in all the results shown in the paper, only
vertical warping is performed. Scaling along horizontal direction is
achieved through pixel-to-pixel correspondence search during the
label transfer step; see Section 5.2.

Figure 9 compares the shapes retrieved by ours and other rep-
resentative approaches, including inner-distance shape context



.
)
|

o

a m

(a) Chair.

. |
8

m
R

(b) Ours. () IDSC.  (d) GIST.  (e) LFD.

Figure 9: The top three ranked images retrieved by different ap-
proaches for a chair shape (a). Both our region-based approach
(b) and IDSC (c) provide shapes with similar topologies, e.g. all
have armrests and rolling wheels. GIST (d) returns images that are
visually very similar (e.g. high back chairs), but topologically dif-
ferent (e.g., no rolling wheels in the top ranked chair). LFD (e)
finds objects with incorrect poses and dissimilar shapes.

(IDSC) [Ling and Jacobs 2007], LFD [Chen et al. 2003], and GIST
descriptor [Oliva and Torralba 2001]. Both IDSC and LFD are
widely used for shape retrieval, with LFD measuring holistic fea-
tures whereas IDSC capturing part structures. Sucessfully used for
scene level retrieval and label transfer [Liu et al. 2011a], GIST com-
putes a low dimensional representation for the input image. It is
used here to retrieve 2D shapes by treating them as binary images.

The visual comparison verifies that measuring bi-class Hausdorff
distance over warp-aligned images can effectively find shapes with
similar topology. IDSC also retrieves topologically similar shapes,
but is much slower than ours. The images found by GIST are vi-
sually more similar than the previous ones, but are less optimal for
labeling the query projection at part level. Additional comparisons
are provided in Figures 2-5 of the supplementary material.

5 Back-projection and label transfer

Now we describe the whole pipeline of our projective analysis al-
gorithm. During the preprocessing stage, we normalize all labeled
images in the database to the same size through uniform scaling.
We then generate horizontal slabs for each labeled image. Next, to
segment a given 3D model P, the following steps are performed.

5.1 Retrieve labeled images using projections

With the upright orientations, the model P is first projected into 2D
shapes from a set of pre-determined viewpoints. These viewpoints
are chosen to roughly match common views used for capturing the
images in the database. For example, we typically set the camera
slightly above the model and rotate the model 360 degrees at 6 de-
grees per step to generate the projections on all sides. Similar with
[Chen et al. 2003], we turn off the lighting and apply the orthogonal
projection; see Figure 2(b). The obtained projection may be scaled
to match the size of the labeled images in the database.

For each projection 7', we first compute its slab representation and
use it to evaluate its dissimilarities to each labeled image .S in the
database; see Figure 2(c). The top K> images with smallest dis-
similarities D(S,T") are kept, which are used to compute the av-
erage matching cost for projection 7. The ensuing label trans-
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Figure 10: Pixel-to-pixel mapping between two scanlines.

fer and back-projection operations are only applied to the top K
non-adjacent projections with the smallest average matching costs.
Hence there are two key parameters: the number of projections
(K1) and the number of labeled images for each projection (K3).
The back-projection uses a total of K1 x K5 images.

5.2 Transfer label information to projections

Transferring labels from image S to projection 7" is performed for
each scanline independently. For the i*" horizontal scanline 7'[4]
in T, we first find its corresponding scanline S[M, (¢)] in S, where
M, (-) maps scanlines from 7" to .S based on the slab mapping func-
tion W (+). Although it is not performed explicitly, this is equivalent
to first warping S using W (-) and then matching between scanlines
in the corresponding row; see Figure 8.

Next, we setup pixel correspondence between occupied pixels in
Ti] and S[M,(¢)] and perform label transfer accordingly. Since
there is no cue to infer parts inside the projected shape 7', the fol-
lowing heuristic approach is used for pairing the two scanlines. As
shown in Figure 10, we first compute the union of the two sets of
occupied pixels; then we detect gaps in the union set. The gaps split
the scanline into multiple regions, which are processed separately.

Within each region, there could be three different scenarios: i) only
one segment exists in both scanlines; ii) more than one segment
exists in either scanline; iii) there is no segment in either scanline.
In the first case, where a one-to-one relationship exists, we simply
scale and shift the segment in S[M,(¢)] to match the one in 7T'[¢]
and copy the labels over. In the second case, we first split the region
using the midpoint of gaps between adjacent segments to obtain a
one-to-one mapping relationship and apply shifting and scaling as
in case one. Finally, in case three, no label transfer is performed.

To each pixel label transfer L(i, j) we also associate a confidence
value C(3, ). The confidence is calculated heuristically using three
cost terms: i) a per-image term, ci = D(T,S)/(3_g<; ., hi). that
depends on the overall differences between the two shapes; ii) a
per-scanline term based on the dissimilarity between corresponding
scanlines: c¢s(i) = BiSH(T[i], S[My(?)]); and iii) a per-pixel
term based on among of shifting within the scanline: ¢p(i,j) =
|7 — Mz (%, j)|, where M (i, §) is the column number of the pixel in
S that is used to label (¢, j) in T'. The rationale for such a definition
is that the higher the cost of matching and the more stretching effort
is required to label a pixel, the less confidence we have on the label
transfer result. That is:

Cij = exp (—(ci+ cs(i) + ep(i, 5))%/0?) | )

where o is the Gaussian support (set to 150 in our experiments).
Figures 2(d-e) show label transfer results and corresponding confi-
dence maps obtained using each of the retrieved label images.



5.3 Back-project labels and graph cuts optimization

Now we map the label and the confidence of each pixel from the
labeled projection backwards to the 3D shape. Here we assume
that each primitive p (triangle in mesh and point in raw scan) in the
3D shape belongs to only one semantic part and hence only carries
one label in the final result. Using p(I|u) to denote the probability
of assigning label [ to i, we derive p(I|u) as:

Y pyea, O(L(i, §) = )C(, 5)
> igyen, Clis7) ’

where (2, is the set containing all pixels that backproject to primi-
tive 11, and 4(+) is the Dirac’s delta function.

p(llp) = )

Figure 2(f) visualizes the p(l|u) values calculated for different
primitives, based on which we employ a multi-label alpha expan-
sion graph-cut algorithm [Boykov et al. 2001] to arrive at the fi-
nal labeling. Given a shape, we define the graph G = {V, E},
where the nodes V' are given by the primitives of the shape. To
deal with imperfect shape representations, such as polygon soups
or point clouds, where connectivity information is unavailable, we
construct two types of edge networks E and Es.

The first, £, relies on proper connectivity information. If the prim-
itives represented by nodes p and v are connected, we add an edge
{u, v} to E1. To further enforce neighboring primitives having co-
herent labels regardless of their connectivities, 2 is constructed
based on their proximities. That is, we build a kd-tree for all primi-
tives represented by their mass centers and then add edges between
each node and its k nearest neighbors to Fo. The parameter £ is
empirically set to 5 in all our experiments. The optimization is then
posed as finding the labeling [ that minimizes the energy:

EW) =Y éo(ml)+w Y Ecllul)+A D Eallul),

nev nreE; preEy
(6)

where [, and [, are the labels assigned to nodes y and v, respec-
tively. w and A are two constants that balance the influences of the
data energy term (£p), the connectivity-based (£s.) and distance-
based (£54) smoothness terms. These terms are defined as:

Eo(p,ly) = —log(p(lulp)), )
Esclly, 1) = —log(Ou/m)luw,
gsd(l;ulV) = _1Og(d2(:u’7 V)):

where [, is the length of the edge, 6. is the positive dihedral
angle and d(u, v) is the Euclidian distance between nodes p and v.
Figure 2(g) shows the result of solving the label assignment.

6 Results

In this section, we present experimental results and evaluation for
our projective analysis method, over large and varied datasets. Two
types of labeled datasets are used. The first consists of projections
of labeled 3D models, which is used for comparing with methods
that rely on 3D labeled data. By using only projections of available
3D data, no extra knowledge is introduced. The second labeled
dataset contains only photos downloaded from the Internet, which
were subsequently labeled. These photos are grouped into eleven
categories, as shown in Table 1.

The resolution of all the projections and labeled images is set to
512 x512. Since our image dissimilarity measure is calculated over
a small number of slabs, the core image matching step is fairly ef-
ficient. Matching a projection with 500 labeled images takes about
30 seconds. After matching a projection, the label transfer and

back-projection steps each takes about one minute on input meshes
containing about 20K triangles.

Table 1: A dataset consisting of labeled online photos only. The
number of semantic parts and the size for each category are shown.

Category | # parts | # photos || Category | # parts | # photos
Chair 4 500 Stroller 6 400
Truck 3 400 Lamp 3 344
Vase 4 300 Table 2 250
Bike 5 181 Pavilion 3 60
Guitar 3 20 Fourleg 5 234
Robot 4 174

Evaluation and comparison. We performed two large-scale
quantitative experiments. The first evaluates our method on the
dataset used by the supervised learning method of Kalogerakis
et. al [2010]. This dataset consists of 3D shapes that are well
modeled, in the sense that they are manifolds, complete, with no
self-intersecting pieces. These shapes are classified into 19 cate-
gories, seven of which represent objects with upright orientations
and hence are used here. Among the seven categories, the first five
are rigid objects, whereas the last two are articulated ones.

For a fair comparison between our method and that of Kaloger-
akis et al. [2010], we used the same segmentation quality measure
(in terms of recognition rates) and matched their experiment set-
tings as much as possible. For example, for the “SB3” testing, like
in Kalogerakis et al. [2010], we randomly select 3 labeled models
from 20 available ones in the corresponding category; the dataset is
used to label one randomly selected input model and this test is re-
peated five times to compute the average recognition rate. To gen-
erate the labeled images, each model is projected from 60 views.
The top 25 ranked images are used for label transfer (K1 = 25,
K> = 1); and the graph cut parameters w and X are set to 10 and
50, respectively. The same set of parameters is used in all tests.

Comparison results between the two methods under different exper-
imental settings (Table 2) show that our method performs slightly
better on rigid objects (95% to 93%), but worse on articulated ones
(57% to 88%). We argue that the better performance is somewhat
surprising since our labeled data consists of partial information, i.e.,
a subset of projections, from the same set of 3D models available to
the competing method. The advantages of using full 3D models for
labeling are inherent since, for example, cavities are typically not
captured by projections. The poor performance on articulated ob-
jects is expected since our shape retrieval and label transfer meth-
ods are designed for rigid man-made objects with known upright
directions. To properly handle articulation, other shape retrieval
methods, such as IDSC [Ling and Jacobs 2007], can be incorpo-
rated into the proposed projective analysis framework. While our
current approach is limited to rigid objects, it can process imperfect
shapes (non-manifold, non-watertight, polygon soups, point cloud,
or incomplete), which cannot be handled by existing approaches,
like Kalogerakis et al. [2010]. We believe that this is a significant
advantage and a useful feature.

Another quantitative evaluation is carried over the large dataset
used by Wang et. al [2012]. Two categories of rigid 3D shapes
(400 chairs and 300 vases) are used. This time we evaluate the
effects of not only the number of available labeled samples (per-
centage of labeled models used for generating the labeled set) but
also the number of images actually selected for label transfer and
back-projection (parameters K; and K2). The recognition rates un-
der different settings are plotted in Figure 11. With respect to the
effect of available labeled samples, similar trends as the previous
test are observed, i.e., our method performs better when more sam-



Table 2: Comparison between our method and Kalogerakis et al.
over seven object categories. Higher recognition rates, indicating
higher segmentation quality, are shown in bold.

Ours Kalogerakis et. al [2010]
Set SBI9 SB12 SB6  SB3 SB19 SB12 SB6  SB3

Chair 99.2 99.6 979 934 98.5 98.4 97.8 971
Table 99.6 99.6 99.6 994 99.4 99.3 99.1  99.0
Vase 91.9 90.5 89.7  80.8 87.2 85.8 770 743
Mech 94.6 91.3 90.2  90.6 94.6 90.5 889 824
Cup 99.1 99.6 975 944 99.6 96.0 99.1  96.3

Fourleg 67.9 54.3 59.1 58.6 88.7 86.2 85.0 820

Human 63.8 55.6 51.1 48.0 93.6 93.2 894 83.2
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Figure 11: Recognition rates by our algorithm under different pa-
rameters for two shape categories, each with two sampling rates
for labeled set generation. Left: Varying the number of projections
(K1) while fixing the number of candidates retrieved for each pro-
Jjection (Ko = 2). Right: Changing Ko, while fixing K1 = 10.

ples are available (i.e., under 15% sampling rate). The plots also
show that the best performance is achieved when K is between
5 and 10 and K> is around 2. Further increasing K noticeably
degrades the performance. Our hypothesis for this phenomenon
is that not all projections carry sufficient topology information for
reliable matching. Using more projections with less matching con-
fidences often introduces poor label transfer results and hence hurts
the overall performance. Similar phenomena were observed by pre-
vious nearest neighbor based approaches, e.g., [Liu et al. 2011a].

Labeling imperfect 3D models. To test the robustness of our
method in labeling impefect inputs, we used both 3D meshes from
Trimble Warehouse and point clouds. Meshes from Trimble Ware-
house are often non-manifolds, incomplete, and self-intersecting,
whereas the point clouds are noisy and sparse. Working on 2D pro-
jections allows us to bypass these imperfections. Here the labeled
set shown in Table 1 is used and 3—-10 models are tested for each
category. The labeling results are shown in Figures 1, 2, 13 and 12,
as well as Figures 617 in the supplementary material. The results
adequately demonstrate the capability of our algorithm in labeling
imperfect shapes with complex topologies and fine-scale parts.

Note that we set K1 = 3 and K2 = 2 in these tests. The value of
K is smaller than the optimal one found in the previous evaluation
since, unlike projections of labeled models, labeled photos in our
labeled set are mostly taken from a limited range of popular view
directions. Nevertheless, the default setting of K; and K> cannot
guarantee superior results for all scenarios. As seen in Figure 12(a),
the default setting loses to an alternative setting.

While our approach works robustly for most models we tested, it
does fail when it cannot find a good match in the dataset for the
input projections. As shown in Figure 14, since our labeled dataset
does not contain images of two-seat bicycles, the top ranked image
has quite a different topology from the input model. As a result, one

Figure 13: Labeling results for a raw chair scan, a point cloud
input. From left to right we show input point cloud obtained using
Kinect, top two ranked images and transferred labels, probability
map, and final label results under two different views.

of the seats is incorrectly identified as handle, whereas the other seat
and the handle are labeled as body.

Learning from mixed categories. It is interesting to test the per-
formance of the method when the given input object is unclassified.
That is, its labeling is learned from a training set of mixed cate-
gories. To explore the potential of our method in such a setting, we
test how well the method can correctly identify the category that a
given shape belongs to, i.e., the classical shape retrieval problem.

Here we randomly select 50 images from each of the first eight
categories in Table 1 to constitute a testing dataset. The remain-
ing three categories are excluded due to either articulation (Fourleg
and Robot) or insufficient number of photos (Guitar). Then, for ev-
ery image in the database, we match it with all other images and
use the top five matches to compute a confusion matrix [Csurka
et al. 2004]; see Table 3. The performances of other shape retrieval
methods under the same settings are shown in Table 2 and 3 of the
supplementary material.

The results show that our shape matching algorithm performs well
for categories such as bicycle and table; and hence it can properly
label parts for 3D bicycle and table models without prior knowledge
about what they are. However, it becomes confused between cat-
egories such as chair and stroller. We consider such performance
as not robust enough. It should be stressed that, like most shape
analysis methods, we used a classified labeled set. How to properly
use heterogeneous labeled sets is left for future work.

Labeling 2D images. Finally, we analyze the performance of
our approach for labeling 2D images and compare it with Liu et
al. [2011a]; see Figure 15. Here a novel input image is labeled us-
ing the dataset shown in Table 1. The aforementioned procedure is
used to retrieve two best matching images, transfer labels, and eval-
uate confidences for transferred labels. The labels and confidences
are fused into labeling probabilities, which form the data term. To-
gether with a color distance based smooth cost [Blake et al. 2004],

(a) input mesh

(b) best matching (c) labeling result

Figure 14: Imperfect labeling of a two-seat bicycle. The best
matched image in the database (b) has a different topology as the
input (a), resulting in incorrect labeling results (c).



Table 3: Confusion matrix between different shape categories.

Stroller Bike Chair Pavilion Table Truck Vase Lamp

Stroller 0.74 0.01  0.13 0.02 0.02 0.04 0.03 001
Bike 0.00 0.99  0.00 0.00 0.01 0.00 0.00 0.00
Chair 0.09 0.00 0.74 0.03 0.03 0.03 0.04 0.04
Pavilion 0.01 0.02  0.02 0.84 0.08 0.02 0.01 0.00
Table 0.00 0.00  0.01 0.01 0.93 0.04 0.01  0.00
Truck 0.00 0.00  0.00 0.20 0.05 090 0.03 0.00
Vase 0.01 0.00 0.02 0.04 0.00 0.01 086 0.06
Lamp 0.02 0.01  0.04 0.00 0.02 002 0.08 0.81

(© (@ (©

visualization
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Figure 15: Labeling of 2D images. Given an input image (a), our
approach first retrieves two best matched shapes (b). The dense cor-
respondence between the input and each retrieved image is shown
in (c), based on which the labels are transferred (d). The final re-
sult (e) is computed using graph cuts. For fair comparison, the
label transfer result of Liu et al. [2011a] using the same two im-
ages is shown. Their approach first computes dense SIFT for the
input (f) and labeled images (g). SIFT flow (h) is then generated,
which guides the label transfer (i). Final result (j) is generated us-
ing the authors’ implementation with default parameters. Dense
correspondences in (c,h) are shown using the color scheme in (e).

we compute optimal labels using graph cuts.

As shown in Figure 15(e), although the final result is imperfect, it is
useful for assisting users in creating more labeled images. In com-
parison, Liu et al.’s approach [2011a] cannot transfer labels at part
level effectively since it is designed for labeling objects within the
whole image and does not respect the boundary of the 2D shape;
see Figure 15(j). Results on another test image are provided in Fig-
ure 19 of the supplementary material. It is worth noting that we also
tried to use SIFT flow to transfer labels from images to projections,
but got very poor results since no SIFT feature can be computed for
the textureless interior of 2D projections.

7 Discussion, limitations, and future work

We present a shape analysis algorithm based on the projective ap-
proach and demonstrate its strong potential in analyzing 3D shapes.
Generally, a 3D shape is treated as a set of projected images, allow-
ing the major analysis task to be performed in the projective space,
that is, over a series of 2D images. Then, the partial analysis results
are back-projected and fused on the original 3D shape.

A key advantage of the projective approach is that it does not place

strong requirements on the quality of the input 3D model, allow-
ing the handling of non-manifold, incomplete, or self-intersecting
shapes. Another advantage is that it builds on the rich availability
and ease of processing of photos, compared to their 3D counterpart.
A key disadvantage is that projections generally do not fully repro-
duce the 3D shape, e.g., due to concavities. Another disadvantage,
at least in the way we realized our approach, is that we compare the
labeled and unlabeled image in the spatial domain and not in fea-
ture space, which has been shown to be more effective [Kalogerakis
etal. 2010; Sidi et al. 2011]. We compensate for it by assuming that
the upright orientation is given. We argue that this is not a strong
assumption as the upright orientation of shapes in 3D and certainly
in photos is known in the vast majority of cases.

An intriguing aspect of projective analysis is that it may allow to
transfer labels between shapes that differ significantly in 3D when
only their projections are considered. For example, as shown in
Figure 1, the labeling of the twin stroller is able to transfer labels
from the images of single strollers. While the 3D shapes differ, their
projections are more similar. This demonstrates that providing only
partial information via projections is not entirely a lost cause. On
the other hand, Figure 12 showcases several examples where the
labeled images are geometrically quite dissimilar to the input pro-
jections. The success of our method in these cases can be attributed
to the BiSH distance and warp alignment. They are topology- and
feature-aware, while robust to geometric variations that do not alter
the topology or feature characteristics of the images.

The technique that we present is inherently supervised since the key
idea is to transfer labels from images. However, it is still interesting
to consider an unsupervised version, e.g., in a co-analysis setting,
where a set of shapes are analyzed together. The projections are co-
analyzed and the results are back-projected to the original shapes.
This however does not take advantage of the rich availability of
photos. Another avenue to consider is to analyze the given shape at
the part level, where we apply the projective approach on each part
of the shape separately. Often, the parts are given but unlabeled and
their positions in a particular example might mislead the analysis
which considers the whole shape globally.

Currently, we treat the projections as binary images. Additional
cues derivable from projections of a 3D shape, e.g., depth, colors, or
normal information, may potentially boost performance. However,
our initial experimentation indicates that it is not as straightforward
as one might expect. We plan to investigate further along this di-
rection. In addition, currently the labeled images are unorganized
— all images in the database are searched for a retrieval. To allow
more scalability, we plan to organize the images in a hierarchical
data structure to accelerate the search.

Last and not least, we believe there is more potential for projective
3D shape analysis. Perhaps the strongest one lies in automatic ex-
traction and processing of usable images from online image search
results so that they can be directly used to form large labeled sets for
analyzing 3D shapes. We would also like to explore other potential
applications under the projective analysis framework, for example,
transferring colors or textures from photos to 3D shapes.
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(a) Truck (576 pieces, 25K triangles): Note how our algorithm is able to infer label information from trucks that have much smaller wheels.
Nevertheless, with the default setting, the front side of the truck is incorrectly labeled since all retrieved images are side views of the truck. An
alternative setting (K1 = 8 and K2 = 3) gives better result (last column).
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(e) Robot (1248 pieces, 17K triangles): Although designed for rigid objects, the algorithm can handle objects with limited articulation as well.

Figure 12: Labeling results on various imperfect meshes downloaded from Trimble Warehouse. In each row, from left to right, we show the
input shape, the top two ranked images and label transfer results, probability map, and the final labeling under two different views.



