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Visualization of high dynamic range data in geosciences
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Abstract

High dynamic range data, the magnitudes of which span a wide range of scales, are pervasive in the geosciences. Simulations
or measurements of many important geophysical processes, such as earthquakes, mantle temperature fluctuations, generate various
high dynamic range data sets, in the form of volume or surface. Effective visualization of such datasets is vital for understanding
such complex geophysical phenomena and poses a new challenge for both geoscientists and visualization scientists. We describe the
general aspects of high dynamic range datasets in the geophysical sciences and provide three case studies of visualizing such data
using the techniques we have developed recently. They include: (1) visualizing the Earth’s mantle structures using high dynamic
volume volume visualization (HDR VolVis); (2) visualizing surface ruptures during earth quakes using an interference-based method;
(3) visualizing tsunami waves again using interference-based method. To improve the performance of visualizing these datasets,
which are usually large in size, modern commodity graphics hardware are leveraged to provide simultaneously efficient simulation

and visualization.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The magnitudes of most data in the geosciences span
a wide range of scales. These high dynamic range data
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exist in the form of volume or surface and can be obtained
from either simulation or measurement of many impor-
tant geophysical processes, such as mantle temperature
fluctuations and earthquakes. It is vital, and in the same
time challenging, to effectively visualize such datasets

for understanding these inherently complex geophysical
phenomena.

The dynamic range is defined as the ratio between
the smallest distinguishable increment and the largest
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ossible span of the values of a variable quantity in
umerous fields as expressed in Eq. (1).

= Vmax − Vmin

d
(1)

here Vmax and Vmin are the largest and smallest pos-
ible value of variable V, respectively, and d is the
mallest increment of V. The value of d could either
e the limit of the measurement device or the base-
ine noise for measured data, or the finest precision
n the computation. Data with large variation or high
ynamic range are common both in simulations and real
easurements.
To gain a better understanding of high dynamic range

ata and the challenge of visualizing them, let us look
t the optical properties of scenes from the real world,
hich often have a wide range of colors and intensities.

n color science, dynamic range is defined as the ratio
etween the maximum and the minimum non-zero tonal
alues in an image. Algorithms have been developed for
apturing both photographs (Debevec and Malik, 1997)
nd videos (Kang et al., 2003) with a high dynamic range
f over 105. The resulting image or video are stored
n floating-point format or in special coding scheme
uch as RGBE/XYZE, OpenEXR, LogLuv and so on.
n the display or storage side, the 8-bits-per-channel

mage representation is popular. The dynamic range of
ost available electronic display devices have no more

han two orders of magnitude. Paper or other printing
edia have much more limited dynamic range. Tone
apping operators (Durand and Dorsey, 2002; Fattal

t al., 2002; Larson et al., 1997; Pattanaik et al., 1998;
einhard et al., 2002; Tumblin and Rushmeier, 1993;
umblin and Turk, 1999) have been developed to bridge

he gap between high dynamic images and low dynamic
ange display devices. In general, two types of tone
eproduction operators have been proposed to convert
igh dynamic range data to displayable low dynamic

ange data while preserving most of the data features:
lobal (spatially uniform) operators and local (spatially
arying) operators (Devlin et al., 2002). Global opera-
ors apply the same function to every pixel throughout

able 1
ist of high dynamic range variables in geosciences

ariable Minimum value

upture displacement Centimeters
ea wave height 1 cm
antle temperature fluctuation 0.1 K

eismic wave frequency 0.1 s
antle convection 0.1 cm per year
ynamical pressure 0.1 MPa
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an image. One global operator may depend upon the
contents of the image as a whole, and the same trans-
formation is applied to every pixel. The logarithmic
scaling is considered as a global tone operator popu-
larly used in many practice. Conversely, local operators
apply a different scaling to different parts of an image.
With the development of commodity graphics hardware,
many tone mapping algorithms can be accelerated on
graphics hardware (Goodnight et al., 2003). Recently, a
high dynamic range display device has been developed
(Seetzen et al., 2004) based on a combination of an liquid
crystal display (LCD) panel and a digital light processing
(DLP) projector. Nevertheless, tone mapping is still nec-
essary, when the dynamic range of the data is higher than
that of the high dynamic range display device, which is
very often the case.

Many geophysical properties have a wide dynami-
cal range, typically going up to one thousand or beyond
as listed in Table 1. Tsunami wave heights can span
between 10 cm to 50 m. In fault ruptures, the dynami-
cal range of the displacement can span more a thousand
times ranging between slow creep and supersonic speed.
The range of frequency in seismic waves also can range
from 10 Hz associated with body waves to 0.001 Hz in
free oscillations. The speed in mantle convection can
range from 0.1 cm per year in transient uplifts to 100 cm
per year as in fast mantle plumes. The energy released
in one seismic events could be varying dramatically.
Microearthquakes with Richter magnitude less then 2.0
are not commonly felt by people and can not be recorded
on local seismographs. Great earthquakes, such as the
Sumatra-Andaman earthquake on December 26, 2004
causing the Asian Tsunami has magnitude as high as
9.3. The energy released in such events is multiple bil-
lions times more than that the microearthquakes does.
Due to the large span of the released energy in earth-
quakes of different magnitude, scales in logarithm have
been used to measure the intensity of the earthquakes.

However, for many cases, simply using logarithmic scale
does not always work. The compression is not adapted to
the characteristics of the individual data and important
features may lost during the conversion.

Maximum value Dynamic range

10 m 103

10 m 103

1000 K 104

Hours 104

1 m per year 103

100 MPa 103
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In the next section, we introduce techniques that we
have developed recently for tackling this problem.

2. Visualization techniques for high dynamic
range data

High dynamic range data bearing abundant features
need special treatment during the visualization and the
display stage to avoid losing subtle but important features
due to the dynamic range compression. As we have dis-
cussed in the previous section, although high dynamic
range data are not unusual and have existed for quite a
long time in scientific research domains, visualization of
such high dynamic data has not been investigated thor-
oughly until recently (Yuan et al., 2005, 2006). In this
section, we discuss two visualization methods developed
for volumetric and surface data, respectively. Examples
of these visualization methods are demonstrated and dis-
cussed in Section 3.

2.1. High dynamic range surface visualization

In the geosciences, it is not uncommon to visualize
physical quantities associated with a surface. For exam-
ple, in the tsunami hazard study, the wave height on the
ocean surface and its variation when the wave approaches
the coast are critical for evaluating the impact of hypo-
thetical tsunamis. In such occasions, the scalar value
associated with the surface could have high dynamic
range.

Here, we briefly describe one visualization method
we have developed (Yuan et al., 2007), which is inspired
by interference phenomena (Williamson and Cummins,
1983). Two examples of using this method are demon-
strated in the next section.

In this visualization method, high dynamic range
scalar value of the surface is rendered according to the
intensity modulation of the interference pattern to cap-
ture subtle local quantitative variation. Color mapping
can be used together with the intensity modulation to fur-
ther enhance the visualization. The interference-based
visualization method is not intended to exactly simu-
late the natural interference phenomena, but to use the
interference patterns for visualizing high dynamic range
scalar values on surfaces.

Briefly speaking, interference is the interaction
between two or more waves, when they pass the same
point. Constructive interference occurs when the waves

add in phase, producing a larger peak than either wave
alone: whereas destructive interference occurs when
waves add out of phase, producing smaller peaks than
one of the waves by itself.
etary Interiors 163 (2007) 312–320

Consider the interference between two coherent
monochromatic waves with wave functions ψ1 and ψ2,

ψn =
√
Inei(krn−ωt+εn) (2)

where I is irradiance, k the propagation vector, r the
position vector, ω the angular temporal frequency and ε
is the initial phase (n = 1, 2). If they interfere coherently,
then

ψ = ψ1 + ψ2 = √
I1ei(kr1−ωt+ε1) + √

I2ei(kr2−ωt+ε2)

(3)

if I1 = I2 = I0 the interference intensity can be
expressed as

I = 2I0(1 + cos δ) = 2I0 cos2 δ/2 (4)

where

δ = k(r1 − r2) + (ε1 − ε2) = k�r +�ε (5)

where δ is the phase difference arising from path
length difference if the initial phases are same. Con-
structive interference occurs when the phase difference
between the two waves is an even integer multiple of π.
Destructive interference occurs when the phase differ-
ence between the two waves is an odd integer multiple
of π.

In this interference-based visualization method, light
path differences are defined by the surface values to
be visualized. These path differences then modulate the
lighting intensity to generate the interference patterns
which are then used to convey data values. Assume at
one point that the movement or deformation is d. Two
coherent light waves travel at a distance proportional to
d.

The phase difference are defined as:

δ = 2πνd (6)

where ν is the frequency parameter used to control the
frequency of the interference pattern. Then the interfer-
ence intensity I will vary according to (1 + cos 2πνd).
Since the modulation term is a trigonometric function
with a period of 2π, each pair of peaks in the interfer-
ence pattern indicates a difference of 1/ν in d. We will
refer to the value 1/ν as the resolution of the subsequent
interference-based visualization.

The visualization can be straightforwardly imple-
mented. To improve the efficiency, we leverage
commodity graphics hardware (Yuan et al., 2007). Fig. 1

illustrates the results of a two-step visualization. In the
first step, multiple data propensities can be rendered
simultaneously with the result of each stored in a separate
texture component. The current multiple render targets
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Fig. 1. Two-step inter

MRT) features enables us to simultaneously render up
o four textures in a single pass. We use floating point tex-
ures to store the intermediate results. In the second step,
sers choose the surface properties they wish to visual-
ze. The visualization program computes the interference
atterns based on the above equations, using a graphics
ardware application programming interface (API) fea-
ure called fragment shader together with a color lookup
able.

.2. High dynamic range volume visualization

Many geophysical simulations produce large volu-
etric data with high dynamic range values. In this

ubsection, we briefly describe the high dynamic range
olume visualization framework HDR VolVis developed
y Yuan et al. (2005, 2006).

Geophysical properties of simulation data are nor-
ally stored in 32- or 16-bit floating-point precision.
uantizing them to 8-bit scalar values to fit in the texture-
ased volume rendering (Rezk-Salama et al., 2000) on

urrently available commodity graphics hardware will
everely degrade the data quality and inevitably lose
ubtle, but important details, especially in multiscale
henomena.

ig. 2. Pipeline of HDR VolVis. The input is a scalar 3-D volume with high
ynamic range image after high precision compositing. By applying a tone m
evice with low dynamic range.
-based visualization.

As suggested in Yuan et al. (2005, 2006), it is desirable
to have high precision alpha (transparency) composit-
ing to preserve detailed structures residing in the data,
when small opacity of each volume slices are desirable
to minimize occlusions and to better reveal the internal
volumetric structures.

The HDR VolVis framework performs high precision
volume compositing (during the rendering, computing
with floating numerical precision instead of only fixed
one-byte precision), which is followed by dynamic tone
mapping to preserve details on regular display devices.
The basic pipeline of the HDR VolVis framework is
illustrated in Fig. 2. The input of the HDR VolVis frame-
work is high dynamic range data with both high spatial
and intensity resolutions. In the first step, high dynamic
range transfer functions are applied to volume value of
the entire intensity range. An interface with non-linear
magnification of intensity range and logarithmic scal-
ing of color/opacity range is designed to facilitate high
dynamic range transfer function specification. In the next
stage, high precision composition is performed to retain

the volumetric details. The output is in high dynamic
range image format. Such output image is then displayed
on regular display with tone mapping, a procedure to
minimize the loss of the computed details.

precision and/or high resolution. The intermediate output is a high
apping operator, the final result can be displayed on a regular display
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A user can adjust the tone mapping function for the
final display to enhance selected features. By further
leveraging modern commodity graphics hardware and
out-of-core acceleration Farias and Silva (2001), the
HDR VolVis framework is capable of producing inter-
active visualization of large volume data.

3. Case studies

3.1. Case I: Visualizing tsunami wave height

In this case study, we visualize the height of simulated
tsunami waves generated by tsunamogenic earthquake in
South China Sea (Liu et al., 2007; Yuan et al., 2007).
A tsunami is a series of waves generated, when a
large body of water is rapidly displaced on a mas-
sive scale. Tsunamis are often caused by the submarine
earthquakes. A tsunami has a much smaller amplitude

Fig. 3. Visualization of wave height generated by tsunamogenic earthquake in
pattern, (b) color mapped to the whole data range and then modulated by inte
etary Interiors 163 (2007) 312–320

offshore, and a very long wavelength, hundreds of kilo-
meters, which is why they generally pass unnoticed at
sea, forming only a passing “hump” in the ocean. As the
tsunami wave approaches, the shallow waters of shore,
its wavelength decreases rapidly, causing the water to
pile up to form tremendous crests. With these charac-
teristics, the simulated tsunami waves have very low
wave height in the deep water region and very large wave
height values near the coastal regions, which create data
sets with typically a high dynamic range.

The field area of this work is the South China Sea. The
simulated tsunami wave height can then be combined
with the computed earthquake probability to give the
prediction of tsunami hazard on the cities of the mainland

China coast (Liu et al., 2007).

The trenches of the South China Sea stretch in a north
to south direction, from south of the Taiwan island, pass-
ing the west of Luzon and extending to the west of

South China Sea. (a) Color mapped to each period of the interference
rference pattern and (c) direct color map.
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indanao. The sea-bottom topography of the Manila
rench is very complicated. The large variation of water
epth and sea-bottom topography indicates the possibil-
ty tsunamogenic earthquake in this particular region.
he Manila trench is the fault-graben trough dominated
y normal fault, on the boundary of the graben system of
he South China Sea and the Philippine island-arc fault-
old system. The western part of the Manila trench fault
one is formed by the steepened fault and the depression

f Central oceanic basin of the South China Sea. In terms
f the fault movement, Manila trench fault zone has now
een recognized as the most likely to generate tsunamis
n the South China Sea.

ig. 4. (a) x Component, (b) y component and (c) z component of the fault def
2-D finite-element and a spectral method in one direction. The interference-
etary Interiors 163 (2007) 312–320 317

Based on this reasoning, a simulation on the sea water
wave height in that region has been conducted. As shown
in Fig. 3(a), we apply the interference-based visualiza-
tion to the wave height data computed. The wave height
is stored in its absolute value. A color texture is then
mapped to each period of the interference pattern. The
regions with denser interference fringes are associated
with higher wave height and in larger danger of tsunami.
Fig. 3(b) illustrates a color texture mapped to the whole

data range and then modulated by interference pattern.
Fig. 3(c) depicts the image using a direct color map-
ping without any enhancement from the interference
pattern.

ormation simulated by a hybrid 3-D numerical model, which employs
based visualization has a v value of 8.
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Fig. 5. High dynamic visualization of the Earth’s mantle convection in 3-D sphere. The top four images are the rendered results at different exposures.
The bottom image is a tone mapped result of the high dynamic rendering.
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.2. Case II: Visualizing surface deformation from
arthquakes

In the second case, we visualize the surface defor-
ation from earthquakes based on a hybrid numerical
ethod that combines from finite element discretization

n 2-D together with a Fourier series decomposition in
he third dimension. The computation result represents
he elastic displacements on the 2-D fault.

The domain of the subduction model has size of
000 km × 1000 km × 600 km. The fault strike is 0◦, the
ip angle is 6◦ and the rake angle is −90◦. The fault
s in depth of 50 km and amplitude is 10 m, its length
n y-coordinate is 100 km and its second dimension is
0 km.

In Fig. 4, we visualize the computational results, using
he interference patterns. A color map is mapped to each
eriod of the interference pattern. Fig. 4(a)–(c) show the
, y and z components of the fault deformation fields,
espectively. The interference-based visualization has a
value of 8. Note the boundary between color blue and

ed is due to the two ends of the texture where we used
ave different colors. If a cyclic texture is used, there
ill not be any sharp color boundaries.

.3. Case III: Visualizing the earth’s mantle
onvection

Mantle convection is now recognized to be the driving
echanism of plate tectonics. It governs the earth’s ther-
al and chemical evolution and involves both thermal

nd compositional transport. Mantle-convection pro-
esses act over multiple scales because of the many
onlinearities in the system, such as from rheology and
harp compositional gradients. There are many grand
hallenge problems in mantle convection requiring the
ombined expertise of geophysics, information technol-
gy and fluid dynamics. Visualization and advanced data
nalysis is crucial for interpreting the results.

The volumetric data we visualize in this part is gener-
ted by a spectral spherical convection code (Monnereau
nd Yuen, 2002). The original spherical coordinates are
onverted to Cartesian coordinates by placing the sphere
n a box and doing a linear interpolation. The final size
f the mantle convection data is 513 × 513 × 513 grid
oints.

In Fig. 5, we show the four images all based on one
ingle high dynamic range volume visualization output,

hich is a high dynamic range image with all details
reserved. Similar to change the exposure time in pho-
ograph, we can applied different exposure parameters to
he rendered HDR image and obtain the first four images
etary Interiors 163 (2007) 312–320 319

in the figure. We note in the dark and bright images,
different features can be revealed, respectively. We can
also render a single image (the bottom image of Fig. 5)
by applying the tone mapping operators for showing on
regular display devices.

4. Concluding remarks

Data with a high dynamic range can be found
throughout the geosciences. In this article, we dis-
cuss methods, interference-based visualization and HDR
VolVis, which have been recently developed for visual-
izing high dynamic range data in surface and volume
format, respectively. Three high dynamic range data sets
generated in geophysical simulations we have visual-
ized.

Although in the case studies here, we have visual-
ized only the results from numerical modeling, there are
also many measured data with properties having a high
dynamic range. It would also be interesting to apply these
visualization methods to these data, such as found in
geodesy.

With the capability facilitated by the high dynamic
range visualization methods, we should encourage scien-
tists in the geoscience community to pursue even larger
scale and higher precision simulation to capture impor-
tant, yet subtle physical properties that may lead to new
discovery in areas such as tsunami modeling and mantle
dynamics.
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