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Abstract
The sample complexity of optimal auctions is a special case of the generalization problem 
in general learning (see, for example, the textbook formulation by Vapnik, 1998). 
Therefore, researchers have turned to statistical learning theory to understand the 
sample complexity of auctions. Conventional wisdom from learning theory asserts that 
the sample complexity is determined by the "degree of freedom" of the solution space, 
which in this case is the set of all possible auctions.
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The second part of the lecture series will present a direct proof of an upper bound for the 
"degree of freedom" of single-item, multi-bidder auctions. As applications, we will derive 
sample complexity upper bounds for the single-item multi-bidder case. We will also 
mention several metrics for "degree of freedom" from learning theory that yield 
essentially the same bounds. Finally, we will explain how to extend the basic techniques 
from part one to establish lower bounds for the single-item, multi-bidder case. However, 
the upper and lower bounds will differ by a polynomial factor. We will have to wait for 
part three to resolve this gap and to further generalize the results to all single-parameter 
auctions and beyond.


