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Abstract

Understanding semantics and motion in dynamic 3D scenes from monocular 
cameras is foundational for autonomous driving and robots. The recent 
availability of large-scale video datasets creates new research possibilities. In 
this talk, I will start with our recent findings in multiple object tracking 
(MOT). We inspected MOT from new perspectives on generalizability and 
robustness. I will also discuss using the 2D tracking method for monocular 
3D object tracking and video instance segmentation. Our quasi-dense 3D 
tracking pipeline achieves impressive improvements on the nuScenes 3D 
tracking benchmark and we are still making fast progress. On the video 
segmentation, we find that our algorithms can even beat the manual 
labeling accuracy. I hope the talk can encourage more investigation in 4D 
scene understanding.
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