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Abstract

There has been enormous progress in computer vision using regression-based
techniques like deep networks evaluated on finite-sized balanced annotated
datasets. But in this talk I will argue that there are limitations to this approach.
The key problem is that the space of images is infinitely large and visual scenes
are combinatorially complicated. This means that evaluating algorithms on finite-
sized datasets is problematic and alternative challenges and performance
measures, such as adversarial examiners, are required in order to probe for the
strengths and weaknesses of vision algorithms. I will argue that generative
approaches are more promising than regression-based methods to address
these challenges.
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