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Abstract
In 2006, there was a resurgence of interest in deep neural networks. This was triggered
by the discovery that there was a simple and effective way to pre-train deep networks as
generative models of unlabeled data. The pre-trained networks could then be fine-tuned
discriminatively to give excellent performance on labeled data. In this lecture, I will
describe the pre-training procedure used for Deep Belief Nets and show how it evolved
from an earlier training procedure for Boltzmann machines that was theoretically elegant
but too inefficient to be practical. I will also show how the pre-training procedure
overcame a major practical problem in training densely connected belief nets.
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