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ABSTRACT

Like the traditional long videos, micro-videos are the unity
of textual, acoustic, and visual modalities. These modalities
sequentially tell a real-life event from distinct angles. Yet,
unlike the traditional long videos with rich content, micro-
videos are very short, lasting for 6-15 seconds, and they
hence usually convey one or a few high-level concepts. In
the light of this, we have to characterize and jointly model
the sparseness and multiple sequential structures for better
micro-video understanding. To accomplish this, in this paper,
we present an end-to-end deep learning model, which packs
three parallel LSTMs to capture the sequential structures and
a convolutional neural network to learn the sparse concept-
level representations of micro-videos. We applied our model
to the application of micro-video categorization. Besides,
we constructed a real-world dataset for sequence modeling
and released it to facilitate other researchers. Experimental
results demonstrate that our model yields better performance
than several state-of-the-art baselines.
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1 INTRODUCTION

Recent years have witnessed the proliferation of micro-video
platforms, such as Vine1, Instagram2, and Facebook3. On the
one hand, similar to the traditional long videos, micro-videos

1https://vine.co/.
2https://www.instagram.com/.
3https://www.facebook.com/.
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are also the unity of visual frames, surrounding textual de-
scriptions, and audio channels. Hereafter, we name them as
visual, textual, and acoustic modalities, respectively. These
three modalities complementarily describe a real-life event
from distinct angles in different media forms. And an event
is usually related to a temporal expression, which is sequen-
tially encoded into the three modalities of the given video,
i.e., a set of ordered frames, textual sentences with correct
syntactic and sematic orderings, as well as a sequential au-
dio clips with the rise and fall of the waveform amplitude
envelope. In a sense, video understanding requires to model
the sequential structures of three modalities separately and
then properly fuse them. On the other hand, unlike the tra-
ditional long videos with rich content, micro-videos are very
short, only lasting for 6-15 seconds, and they hence usually
contain one or a few high-level concepts [5]. We thus need to
learn their sparse and conceptual representations for a better
discrimination.

Regarding sequence modeling, Recurrent Neural Network-
s (RNNs) using Long Short Term Memory (LSTM) have
been successfully applied to various sequence tasks, such as
speech recognition [14], machine translation [42], and cap-
tion generation for images [46]. Besides, they have been
employed to analyze videos, such as action recognition [45]
and natural language description generation [9]. However,
existing methods are mono-modal and they are not capable
of capturing the sequences of multiple modalities simultane-
ously. We argue that the sequential structures of the textual,
visual, and acoustic modalities carry different information
and hence require sequence-dependent LSTMs. For example,
the textual modality may give a high-level description of the
given event, and the description order is hence not necessary
to completely meet the event timeline. And although the
acoustic modality is usually aligned with the visual one over
the time axis, they may highlight different aspects. Consid-
ering this case, the visual modality is about the food color;
whereas the acoustic one may describe food taste. In the
light of this, we propose a parallel LSTMs method which
can capture the triple sequences independently. It is worth
mentioning that a pioneering work in [34] presents a novel
LSTM model to jointly consider the sequences of the visual
and acoustic modalities for the task of speaker identification.
They assume that the sequence information of the video and
audio is closely related, namely the face of the speaker ap-
pears in the video whenever she/he speaks, and there is only
one speaker at one time during the voice over. It forces the
visual and acoustic modalities to share the same LSTM. Ours



Figure 1: An illustration of our proposed EASTERN model.

is different. Instead, we have separate LSTMs for distinct
modalities.

As to the sparse and conceptual representations, one intu-
itive thought is to use the dictionary learning approach [28],
which has been widely used in the field of computer vision
with theoretical and practical success. Dictionary learning
aims to find a sparse representation of the input data in the
form of a linear combination of basic elements as well as
those basic elements themselves. These elements are called
atoms and they compose a dictionary. However, the existing
dictionary learning methods are in shallow settings and they
are hard to learn discriminative and high-level concepts. The
work in [10] has justified that a deep convolutional neural net-
work is equivalent to the sparse dictionary learning pipeline,
whereby each convolutional filter can be seen as a dictionary
atom that we aim to learn, and the sparse coding can be seen
as the activation value of the filtered results. We are hence
inspired to utilize a convolutional neural network to replace
the traditional shallow dictionary learning model for sparse
and conceptual representation learning.

Regarding the aforementioned two components, we build
up an end-to-end deep model, the so-called dEep pArallel
Sequence wiTh sparsE constRaiNt, EASTERN for short.
The framework of EASTERN is illustrated in Figure 1. In
particular, we first leverage three independent LSTMs to
characterize the sequential structures of three modalities
in parallel. We then project their outputs into a common
space by three distinct mapping functions. After that, we
input the three projected vectors with the same length into
a convolutional neural network to learn their sparse and
conceptual representations, whereby the K filters serve as
the K atoms in a dictionary. We finally adopt a softmax
function for further classification tasks.

We apply our model to one application: inferring the v-
enue categories of micro-videos. In particular, the salient
feature of a micro-video is that it is usually recorded by
a GPS-enabled mobile device within a few seconds at one
specific place. Therefore, micro-video platforms are able to
encourage users to associate their micro-videos with loca-
tion information to indicate their recording places, such as
“Disneyland Park in California”, which will benefit several
location-oriented services, such as footprints recording, local
restaurants suggestion, and regional weather alert. Despite
their value and significance, the majority of users are inactive
to share their location information to avoid privacy leakage.

Specifically, as reported in [50], around 98.78% micro-videos
do not have geo-information. This motivates us to infer the
missing location information of micro-videos. However, we
have to figure out that it is hard to infer the specific loca-
tion information, such as “American Airlines Arena in Mam
Florda USA”. Instead, we turn to infer the venue catego-
ry of a given micro-video, such as “Basketball Court”. We
carried out experiments on a real-world micro-video dataset
collected from Vine, whereby each micro-video is labeled
with one venue category. The results demonstrate that our
proposed EASTERN model significantly outperforms several
state-of-the-art baselines. It is worth mentioning that our
model is also applicable to other micro-video analysis tasks,
such as popularity prediction.

We summarize the contributions of our work as follows:
1) We analyze the parallel sequential structures and sparse

properties of micro-videos and build up an end-to-end deep
model accordingly for micro-video understanding. This model
is capable of jointly capturing the sequential structures of
three modalities and sparsity of micro-videos.

2) We apply our proposed EASTERN model to a real-world
micro-video application, i.e., venue category estimation. As
a side contribution, we released the data, source codes, and
parameters to facilitate other researchers4.

The rest of the paper is organized as follows. In Section 2,
we review the related work. Section 3 and 4 detail our data
collection and our proposed EASTERN model, respectively.
Experimental results and analysis are introduced in Section
5, followed by the concluding remarks in Section 6.

2 RELATED WORK

2.1 LSTM Recurrent Neural Network

LSTM introduced in [17] is one of the popular variations
of RNN, which is designed to mitigate the gradient vanish
problem of RNN [4]. In addition, it has been very success-
ful in variety of temporal sequence tasks, such as language
modeling [12, 29], translation [26], dialog system [11], time
series prediction [37], rhythm learning [13], visual question
answering [27], handwriting recognition [15], and protein
homology detection [16]. Recently, it has been extended to
extract significant features from video sequences, since it is
able to preserve information over long periods of time. Bac-
couche et al. [2] proposed a LSTM based model to recognize

4https://acmmm17.wixsite.com/eastern.
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Figure 2: Distribution of micro-video counts with
respect to the venue categories in our dataset.

human actions in videos. And Donahue et al. [9] combined
a LSTM with a CNN network to recognize the activities in
videos. Srivastava et al. [41] used a LSTM model to predict
the future frames of the given videos.

Most of the above studies rely on a single LSTM to process
mono-modal temporal sequences. They thereby can only cap-
ture information from one modality of the input data. In our
work, we argue that the visual, textual, and acoustic modal-
ities in micro-videos convey complementary information in
heterogeneous sequential manners. So the existing method-
s are not suitable for our task. To address this problem,
we proposed a parallel LSTMs which can effectively extract
multi-modal features from multi-modal temporal sequences,
simultaneously.

2.2 Convolutional Neural Networks

The CNN framework, proposed by LeCun et al. [23], has
obtained promising performance in many computer vision
tasks, including but not limited to image classification [7, 22],
object detection [21, 33, 35], face recognition [38, 43], image
denoising [18], image segmentation [19, 44], retrieval and
pedestrian detection [1, 32]. They were mainly designed for
images. The key enabling factors are techniques to scale up
the networks to tens of millions of parameters and massive
labeled dataset that can support the learning process. Un-
der these conditions, CNNs have been proven to be robust
in learning powerful and interpretable image features [39].
Motivated by the successful applications of CNNs in image
domains, some researchers extended CNN models to analyze
videos. Karpathy et al. [20] studied the performance of
CNNs in large-scale video classification, where the networks
have access to not only the appearance information present
in single and static images, but also their complex temporal
evolution. Simonyan et al. [40] proposed a two-stream deep
Convolutional Networks (ConvNets) architecture which joint-
ly incorporates spatial and temporal information to recognize
actions in videos. Based upon a new encoding strategy, Xu
et al. [49] introduced a discriminative video representation
for event detection over a large-scale video dataset when only
limited hardware resources are available.

Compared to the extensive studies on images, there is rela-
tively sparse work on implementing CNNs to different video
applications. This is attributable to the sequential structures

of videos. CNN models indeed capture spatial features but
not the temporal variance of video frames. Another reason
may be that video data contain multiple modalities, while im-
ages only have mono-modality. To address the first problem,
some studies combined CNNs with different RNN networks.
For example, the work in [48] presents a hybrid deep learning
framework for video classification, which is able to model
static spatial information, short-term motion, as well as long-
term temporal cues in videos. The spatial and short-term
motion features are extracted separately by two CNNs. In
addition, LSTM networks are applied on top of the two fea-
tures to further model longer-term temporal cues. Their
experimental results demonstrate that the sequence-based L-
STM is highly complementary to the traditional classification
strategy without considering the temporal frame orders.

However, there is little work focus on the second issue,
namely the video data contain multi-modal sequential struc-
tures. In this paper, we propose a parallel LSTMs method to
model the triple sequences in micro-videos. Micro-videos are
very short, usually lasting for 6-15 seconds, and conveying
only one or a few concepts, i.e., sparsity. In the light of this,
we present a CNN model based dictionary learning proce-
dure to fuse the multi-modal information and learn sparse
representations of given micro-videos. In this part, the con-
volutional filters to be learned are equivalent to dictionary
atoms, and the activation function applied to the filtered
results can be treated as sparse coding.

3 DATA COLLECTION

In this section, we detail our dataset comprising of data
preprocessing and feature extraction.

3.1 Dataset

We are aware that there are two publicly available datasets
on the Web, namely, [31] and [50]. However, the authors did
not release the original data and the released features were
not designed for sequence information. They are thus not
suitable for our sequence modeling task. To tackle this prob-
lem, we crawled micro-videos from Vine through its public
API5. We only retained the micro-videos with three modali-
ties6, venue information, and exactly 6 seconds (According
to our statistics, more than 83% of 24,236 micro-videos are 6
seconds exactly.) Meanwhile, we eliminated the venue cate-
gories with less than 100 labeled micro-videos. We ultimately
gathered 20,093 micro-videos distributed over 22 Foursquare
venue categories, as illustrated in Figure 2. Figure 3 shows
two micro-videos and they were both selected from the “Gar-
den” venue category. From Figure 3, it can be seen that
the topics or concepts expressed by micro-videos are very
sparse. It further reveals that we need sparse and conceptual
representations for micro-videos.

5https://github.com/davoclavo/vinepy.
6 We observed that some micro-videos do not have acoustic or textual
modality. As our model is a multi-modal learning model simultaneously
manipulating the visual, acoustic, and textual modalities, we filtered
out the micro-videos without acoustic modality.



Figure 3: An illustration of two micro-videos from
the dataset and the venue category of them are the
“Garden”.

3.2 Sequence Features

In this part, we introduce the features that we extracted from
visual, acoustic, and textual modalities, respectively.

3.2.1 Sequence in the Visual Modality. First of all, we
extracted frames from micro-videos with the help of FFmpeg7,
one frame per 0.5 second. We then extracted high-level
semantics to represent each visual frame. As analyzed before,
CNNs have been recognized as a powerful model to capture
the visual concepts of images. We thus employed the AlexNet
model to extract the visual features through the publicly
available Caffe8. The model was pre-trained on a set of
1.2 million clean images from ILSVRC129 and it hence can
provide a robust initialization for recognizing semantics. We
finally obtained 12 frames from each micro-video and a 4,096
dimensional feature vector for each frame.

3.2.2 Sequence in the Acoustic Modality. The acoustic
modality in the micro-videos contain useful cues or hints
on places. For example, within a restaurant, acoustic modali-
ty capture employees welcoming customers to the restaurant
and answering their questions to menus or specialties. Con-
sidering the stadium as another example, the audio clips
may signal the cheers. Meanwhile, the acoustic information
is especially useful for the cases where the visual features
are too diverse or cannot carry satisfied information. To
extract the acoustic sequences, we first segmented each audio
channel into 6 clips. We then used Librosa10 to extract 512
dimensional features from each of these audio clips.

3.2.3 Sequence in the Textual Modality. The textual de-
scriptions of micro-videos, including user generated text and
hashtags, can provide strong cues on micro-video venue esti-
mation. For instance, this description “Vining the # Dancing
at the Disney Park” clearly indicates that the venue cate-
gory is a theme park. In particular, we first eliminated
the non-English characters, followed by removing the stop
words. We then employed Word2Vector11 tool to generate a
100 dimensional feature vector for each word in the textual
description.

7https://www.ffmpeg.org/tool.
8https://github.com/BVLC/caffe.
9http://www.image-net.org/challenges/LSVRC/2012/.
10https://github.com/bmcfee/librosa.
11https://github.com/klb3713/sentence2vec.

4 OUR PROPOSED EASTERN MODEL

Our proposed end-to-end EASTERN model is comprised of
three components: 1) characterizing the sequential structures
of three modalities via a parallel LSTMs method; 2) mapping
the learned three sequential features into a common space
to generate the same length vectors; and 3) finally learning
the sparse and conceptual representation via a CNN. In this
section, we detail them one by one.

4.1 Notations

For notations, we use bold capital letters (e.g., X) and bold
lowercase letters (e.g., x) to denote matrices and vectors,
respectively. We employ non-bold letters (e.g., x) to represent
scalars. If not clarified, all vectors are in column forms.

Suppose we have a set of N micro-video samples. Each has
M modalities (M = 3 in this work) and is associated with
one of T venue categories. In this work, we treat each venue
category as a task. We utilize Xm = [xm

1 , . . . ,xm
N ] ∈ R

Dm×N

to denote the representations of N samples within a Dm

dimensional feature space from the mth modality.

4.2 Sequential Feature Learning

In this subsection, we will first review the structure of single
RNN and LSTM models. We then introduce the multi-modal
sequential feature leaning method by parallel LSTMs.

4.2.1 RNN and LSTM Models. RNN is a type of neural
networks particularly suited for modeling sequential data. At
each time step t, RNN takes the input vector xt ∈ R

n1 and
the hidden state vector ht−1 ∈ R

m1 as input elements. It
produces the next hidden state ht by applying the following
recursive operation:

ht = f(Wxt +Uht−1 + b), (1)

where W ∈ R
m1×n1 , U ∈ R

m1×m1 , and b ∈ R
m1 are param-

eters of an affine transformation; and f is an element-wise
nonlinearity. Technically, RNN can summarize all historical
information up to time t with the hidden state ht. In prac-
tice, learning long-range dependencies with a RNN is difficult
due to vanishing gradients, which occurs as a result of the
Jacobian’s multiplicativity w.r.t time.

LSTM addresses the problem of learning long range depen-
dencies by augmenting the RNN with a memory cell vector
ct ∈ R

m1 at each time step. Concretely, one step of LSTM
takes xt, ht−1, and ct−1 as input and produces ht and ct via
the following intermediate calculations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

it = σ(Wixt +Uiht−1 + bi),

ft = σ(Wfxt +Ufht−1 + bf ),

ot = σ(Woxt +Uoht−1 + bo),

gt = tanh(Wgxt +Ught−1 + bg),

ct = ft � ct−1 + it � gt,

ht = ot � tanh(ct),

(2)

where σ(·) and tanh(·) are the element-wise sigmoid and
hyperbolic tangent functions; � is the element-wise multipli-
cation operator; and it, ft, and ot are respectively treated



Figure 4: Schematic illustration of a LSTM unit.

as input, forget, and output gates. At t = 1, h0 and c0 are
initialized to zero vectors. Parameters of the LSTM are Wj ,
Uj , and bj for j ∈ {i, f, o, g}. Figure 4 shows an unit of
a LSTM network. Memory cells in the LSTM are additive
w.r.t time, alleviating the gradient vanishing problem.

4.2.2 Parallel LSTMs. As analyzed before, the visual, tex-
tual, and acoustic modalities of micro-videos can be treated
as sequential data. To capture the embedded sequential cues
across three modalities, we devise a parallel LSTMs network
as follows,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

imt = σ(Wm
i xm

t +Um
i hm

t−1 + bm
i ),

fmt = σ(Wm
f xm

t +Um
f hm

t−1 + bm
f ),

om
t = σ(Wm

o xm
t +Um

o hm
t−1 + bm

o ),

gm
t = tanh(Wm

g xm
t +Um

g hm
t−1 + bm

g ),

cmt = fmt � cmt−1 + imt � gm
t ,

hm
t = om

t � tanh(cmt ),

m ∈ {v, a, e},

(3)

where xv
t ∈ R

Dv , xa
t ∈ R

Da , and xe
t ∈ R

De respectively
represents the visual, acoustic, and textual input sequences at
time t. They are not required to have the same length, namely
the three LSTM networks are independent and they have
different hidden units. Wm

j , Um
j , and bm

j for j ∈ {i, f, o, g}
are the parameters of the mth modality LSTM. We extract
the final hidden representation from the last LSTM step as
the output of the parallel LSTMs.

4.3 Feature Embedding

For each input micro-video, the parallel LSTMs output three
heterogeneous feature vectors with different lengths. Al-
though these feature vectors encode distinct sequential cues,
they capture the characteristics of the same micro-video.
That is to say they are closely related and we can project
them into a common space [47],⎧⎪⎨

⎪⎩
x̃v = Wvhv + bv,

x̃a = Waha + ba,

x̃t = Wtht + bt,

(4)

where x̃v, x̃a, and x̃t ∈ R
n are the visual, acoustic, and tex-

tual embedding, respectively; hv, ha, and ht are the hidden

Figure 5: Illustration of CNN-based dictionary
learning (each filter can be seen as a dictionary
atom).

representation from the last LSTM step of the three parallel
LSTMs, respectively; n is the dimension of the features in
this learned common space; Wv, Wa, and Wt are embed-
ding matrices; and bv, ba, and bt are the bias vectors for
the three modalities, respectively.

4.4 Sparse Conceptual Representation
Learning

Different from the traditional shallow dictionary learning
methods, in this part, we present a CNN model to learn
the sparse and concept-level representations of micro-videos,
whose inputs are the projected sequential features. In addi-
tion, we argue that the visual, acoustic, and textual modali-
ties of micro-videos are not independent but highly correlated.
We will show how our presented CNN uses correlations of
different modalities.

Figure 5 illustrates the sparse conceptual presentation
learning procedure. In particular, assuming that we obtain
a n× 3 matrix from the preceding common space whereby
each column in the matrix denotes one sequential feature
vector of a modality. We aim to learn a sparse and concept-
level representation based upon a dictionary. Representation
learning over a dictionary with K atoms is equivalent to
applying K linear filters n× 1 to each input feature vector
(each column in the matrix). The sparse coding solver will
then iteratively process K coefficients. The outputs are K×3
coefficients, namely applying the K filters to the n×3 matrix.
This is illustrated at the right part of Figure 5. As a result,
we can treat the convolutional neural network as a dictionary
learning method.

In our model, we adopt a shared dictionary to generate
sparse coding for the three modalities. Therefore, the learned
sparse conceptual representations capture the correlations
among different modalities. Formally, our multi-modal sparse
representation learning is expressed as an operation F :

F (x̃j) = max(0,W1 ∗ x̃j + b1), j ∈ {v, a, t}, (5)

where W1 and b1 respectively represents the filters and bias,
and the symbol ∗ denotes the convolution operation. Here,
W1 corresponds to K filters of support n× 1, where n is the
spatial size of a filter. Intuitively, W1 applies K convolutions
to the multi-modal features, and each convolution has a kernel
size n× 1. The output is composed of K feature maps, and



the size of each feature map is 1× 1. b1 is a K-dimensional
vector, whereby each entry is associated with a filter. We
apply the Rectified Linear Unit (ReLU, max(0; x)) [30] to
the filter responses.

After getting the sparse codes of these three modalities
based on a shared dictionary, we cascade the three feature
vectors into one and then feed it into a softmax classifier.
Our method is trained as an end-to-end deep learning model.

5 EXPERIMENT

In this section, we applied our proposed model to the appli-
cation of micro-video categorization.

5.1 Experimental Settings

To thoroughly measure our model and the baselines, we
employed Macro-F [24] and Micro-F [36] as the evaluation
metrics to measure the model performance from different
angles. Macro-F is the average of the F values from all
classes, while Micro-F can be calculated by regarding all
classes as the same class and then calculate its F value [6, 25].
Both Macro-F and Micro-F metrics reach their best at 1 and
worst at 0.

The reported experimental results in this paper were based
on our dataset mentioned above. We randomly sampled
18,000 micro-videos from our dataset for training and 2,093
ones for testing. It is worth emphasizing that we repeated
the sampling procedure ten times and reported the average
experimental results over the ten sets. Besides, we carried
out experiments with the help of Tensorflow12, selecting
function AdamOptimizer as our optimizer, and function soft-
max cross entropy with logits as the loss. And we trained it
over a server equipped with 16 Tesla K80s.

5.2 Baselines

To demonstrate the effectiveness of our proposed EASTERN
model, we compared it with several state-of-the-art baselines:

• Only Three Parallel LSTMs (LSTMs): This is a
simple end-to-end baseline that utilizes three par-
allel LSTMs to extract modality-specific sequential
features from given micro-videos and then feed the
learned features into a softmax classifier.

• Combining a Shared LSTM with a Dictionary learn-
ing method (LSTM+DL): This model forces the
three modalities to share the same LSTM and then
combines it with a CNN-based dictionary learning
model.

• Task-driven Multi-modal Dictionary Learning (T-
MDL) [8]: It is a task-driven multi-modal dictionary
learning method which ensures that samples in each
class share a class-specific dictionary and combines
a linear classifier into a model.

• Data-driven Multi-modal Dictionary Learning (D-
MDL) [3]: It is a data-driven multi-modal dictionary
learning method which minimizes the reconstruction

12https://www.tensorflow.org/.

Table 1: Performance comparison between our pro-
posed model and several state-of-the-art baselines
in terms of Micro-F, Macro-F, and significance test
value. ( p-value∗: p-value over Macro-F)

Method Micro-F Macro-F p-value∗

LSTMs 57.08% 28.73% 7.71e-03
LSTM+DL 32.13% 2.24 % 1.41e-20

TMDL 52.75% 24.60% 1.10e-07
DMDL 52.15% 23.44% 3.28e-08

TRUMANN 53.32% 18.23% 1.36e-13
EASTERN 59.51% 30.57% -

error and constrains different modalities to share the
same concepts.

• Tree-guided Multi-task Learning (TRUMANN) [50]:
It is a tree-guided multi-task multi-modal learning
model. This model intelligently learns a common
feature space from multi-modal heterogeneous spaces
and simultaneously learns a classifier based on the
representation of each micro-video over the learned
common space.

5.3 Performance Comparison among
Models

We trained our model and the baselines over the training
set and verified them over the testing one. The results are
summarized in Table 1. From Table 1, we have the follow-
ing observations: 1) Task-driven dictionary learning model
TMDL outperforms the data-driven one DMDL. This demon-
strates that encoding label information is able to learn more
discriminative dictionaries. 2) TRUMANN achieves relatively
better results than that of the multi-modal dictionary learn-
ing paradigms TMDL and DMDL. This reveals that there are
correlations among different modalities of micro-videos in our
dataset and these correlations can benefit micro-video classi-
fication. 3) The shallow models, TMDL, DMDL, and TRU-
MANN, substantially outperform the deep one LSTM+DL.
LSTM+DL implicitly assumes that the three modalities share
the same sequential structure, which may not always be the
case in the real-world scenarios. For example, birds chirping
at time t in the acoustic modality may not guarantee a bird
appearing at the same time t in the visual modality. 4) Our
proposed model substantially surpasses LSTMs. This verifies
that CNN-based dictionary learning can generate discrim-
inate representations that are sparse and in concept-level,
and such representations are beneficial to venue category
classification. 5) Comparing our proposed EASTERN model
with the LSTM+DL, we find that ours performs better. It
demonstrates that shared LSTM structure is not effective for
micro-video classification, since the sequential structures of
the three modalities may be inconsistent.

5.4 Performance Comparison on Epochs

To justify the robustness of our proposed model, we com-
paratively explored the performance of our model and the
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Table 2: Performance comparison between our pro-
posed model and a baseline without considering the
sequential information. ( p-value∗: p-value over
Macro-F )

Method Micro-F Macro-F p-value∗

CONV 46.10% 12.37% 9.51e-14
EASTERN 59.51% 30.57% -

baselines by varying the number of epochs. Figure 6 shows
the results. From Figure 6, it can be seen that : 1) The
performance of all these methods except LSTM+DL model
rises fast as the number of epochs linearly increases. Their
curves then gradually go up to a steady state. LSTM+DL
model nearly does not change along with the number of e-
pochs. This implies that it reached the stable state at the
first epoch. 2) The dictionary learning based method EAST-
ERN consistently and remarkably outputs a higher accuracy
as compared to that of non-dictionary learning LSTMs. And
3) our method outperforms other baselines regardless of the
number of epochs. This shows the robustness of our model.

5.5 Comparison on Sequential Features

To shed light on the effectiveness of the sequential features
generated by the involved LSTM network, we devised a
baseline CONV by eliminating the first part of our model,
namely by removing the three parallel LSTMs. They were
trained on the training set and justified on the testing set.
The averaged experiments results are listed in Table 2. From
this table, it can be seen that the performance of CONV
is not satisfactory. This may be due to that the CONV
model only considers the modality correlations to represent
each micro-video and overlooks the discriminative sequential
structures. In addition, the correlation information among
different modalities is insufficient to classify micro-videos. In
the light of this, sequential features come more important to
classify micro-videos.

Table 3: Performance of our proposed EASTERN
model with different modality combinations. ( p-
value∗: p-value over Macro-F )

Modality Micro-F Macro-F p-value∗

Visual 56.15% 26.85% 2.00e-05

Audio 43.68% 11.11% 1.46e-17

Text 40.85% 7.25% 2.43e-18

Visual+Audio 58.00% 28.74% 1.95e-02

Visual+Text 57.95% 28.63% 1.16e-02

Audio+Text 48.21% 14.17% 1.68e-15

All 59.51% 30.57% -

Table 4: Parameter settings of our proposed model.

Feature Component Attributes

Visual LSTM 500 hidden units

Audio LSTM 300 hidden units

Text LSTM 80 hidden units

Fusion Embedding & Dictionary 150 units & 100 filters

5.6 Comparison on Modality Combination

We also studied the performance of our model with different
modality combinations. The results are summarized in Table
3. It can be seen that: 1) The visual modality performs
better than the textual and acoustic ones. This is due to
the fact that the visual modality is more intuitive to signal
venue information than that of acoustic and textual ones.
In addition, it reveals that the CNN features are capable
of capturing the prominent visual characteristics of venue
categories. 2) For most of the micro-videos, a single modality
is insufficient to estimate the venue category, but combining
them can largely enhance the performance. 3) From the
results of combining visual modality with one of the other
two modalities, we notice that the acoustic one conveys
more important cues on venue categories than the textual
modality w.r.t Micro-F and Macro-F metrics. This is because
the textual descriptions are of low quality, noisy, missing,
sparse, and even irrelevant to the venue categories. And 4)
our proposed EASTERN achieves the best performance over
three modalities. This further justifies the old saying “two
heads are better than one” and shows that multi-modalities
is complementary instead of conflicting.

5.7 Parameter Settings

We also carried out experiments to elaborate the parameter
settings of our proposed model EASTERN and other deep
baseline models. The parameters of our proposed EASTERN
include the hidden numbers of three LSTMs, dimension of
the common space, and the number of CNN filters. We
performed grid search to seek the optimal settings of these
parameters by varying one and fixing the others. And the
parameters corresponding to the best Micro F-score were
used to report the final results. We show the parameters
of our model in Table 4. In particular, the hidden units in
visual, acoustic, and textual LSTMs are 500, 300, and 80,
respectively. The dimension of the common space is 150 and



Figure 7: Exemplars of successfully classified micro-
videos.

the number of convolutional filters is 100 (i.e., the dictionary
has 100 atoms). In this paper, to reduce the search space,
the numbers of units for all parts in the deep baseline models
are restricted to the same as ours.

5.8 Case Study

To gain the deep insights into our proposed EASTERN model,
we illustrated a few successful and failed classification results
of micro-videos. In particular, the successful and the failed
cases are shown in Figure 7 and 8, respectively. In addition,
we also display the classification results of the four micro-
videos (v1-v4 in Figure 7 and 8) by their baselines in Table 5.

Micro-video v1 in Figure 7 contains supermarket shelves, s-
nacks, and other goods. Obviously, the venue category of this
one is “Miscellaneous Shop”. Similarly, from the micro-video
v2 in Figure 7, it can be seen that many pedestrians pulling
a suitcase went by the piano. And we can hear sound of
trains from its acoustic channel. Therefore, it was captured
at “Train Station”. However, from the estimation results
of v1 and v2 in Table 5, we observe that: 1) LSTM+DL,
DMDL, and TRUMANN models predict the venue categories
of these two examples to be “University”. The failure reason
of the LSTM+DL model may be that it forces all the three
modalities to share the same sequential structure, and hence
it loses some discriminative sequential features. As for the
latter two, DMDL and TRUMANN, they both overlook the
discriminative sequential features. What is more, DMDL
is an unsupervised learning model, so it cannot learn dis-
criminative dictionaries to represent micro-videos. 2) For
the other three supervised learning methods, TMDL, CON-
V, and LSTMs, the former two ignore the discriminative
sequential features and the latter overlooks the correlations
among different modalities. 3) Our proposed model not only
considers the discriminative sequential features but also the
correlations among different modalities, so it can generate
more discriminative and high-level sparse representations.
In the light of this, our model performs better than other
baselines.

For micro-videos v3 and v4 in Figure 8, all the models
fail to estimate their venue categories. Because some micro-
videos from different venues are very similar. Taking v3 as an
example, it looks like some “General Entertainment” places
rather than the “College Basketball Court”. Therefore, all
the models except LSTM+DL and CONV ones classify it
into “General Entertainment”. Since LSTM+DL and CONV
ignore the discriminative sequential features, they failed to

Figure 8: Exemplars of wrongly classified micro-
videos.

Table 5: The classification results of different models
for the four selected micro-video samples in Figure 7
and 8.

Video v1 v2 v3 v4
LSTM+DL University University University University
LSTMs Gym Art Museum General Entertainment General Entertainment
CONV University Art Museum University University
TMDL General Entertainment Art Museum General Entertainment Garden
DMDL University University General Entertainment General Entertainment

TRUMANN University University General Entertainment University
EASTERN Miscellaneous Shop Train Station General Entertainment Garden

Ground Truth Miscellaneous Shop Train Station College Basketball Court Speakeasy

classify v3 into a correct venue. Regarding the micro-video v4,
it is very similar to some micro-videos in “Garden” category
(e.g., the second micro-video in Figure 3). Therefore, our
model mistakenly classifies it into “Garden”. And other ones
ignore either discriminative sequential features or modality
correlations, so they also classify it into an inaccurate venue.

6 CONCLUSION AND FUTURE WORK

In this paper, we present a deep parallel sequence with s-
parse constraint approach to categorizing venues of micro-
videos. This approach is able to jointly model the sequential
structures of different modalities and sparse concept-level
representations at the same time. This is accomplished by an
end-to-end scheme encapsulating three components, name-
ly, triple parallel LSTMs, common space projection, and
CNN-based dictionary learning. To justify our scheme, we
constructed a large-scale dataset based on Vine. Experi-
mental results demonstrate that our approach is superior to
several state-of-the-art baselines. It is worth emphasizing
that our model is also applicable to other micro-video analysis
tasks, such as popularity prediction. As a side contribution,
we have released the source codes and data to facilitate other
researchers.

In the future, we plan to transfer the external knowledge
to strengthen the sequential structure modeling.
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